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@oH/1 OLEHOYHBIX CPEACTB JUIA MPOBEICHMS [IPOMEKYTOHYHOM aTTeCTalluu
oDyuaromumxcst 1o AUcUUIUIMHe J[el0BOH HHOCTPaHHbIH SI3bIK

Coaepxanue ¢oHaa oueHOYHBIX cpeacTB (POC) cooTBETCTBYET TpeOOBAHUAM
(henepanbHOTO rocy1apcTBEHHOTO cTaHaapTa Beiciiero oopasosanus (PIOC BO) no
HarpasjieHuio moarotosku 09.04.01 «MudbopmaTuka 1 BeIYUCIUTEIbHAS TEXHUKAY, H
B COOTBETCTBMM ¢ y4eOHbIM IulaHoM Hanpasienus 09.04.01 «Mudopmaruka u
BBIUHCIIUTETbHAS TEXHUKAY.

Paspaborannpile @®OC mMONHOCTBIO COOTBETCTBYIOT 3ajgadyaM Oymyiiei
npo(eccCHOHANbHON JesTeqbHOCTH oOy4arommxcs, ycraHosieHHsIx PIOC BO,
[peJCTaB/I€Hbl OLIEHOYHBIE CPEACTBa ULl IIPOBEIeHHs] Pa3iMdHbIX (OPM KOHTPOJIS,
MMEIOTCs pa3HooOpa3HbIe 3aaHHUs Pa3IMYHOTO YPOBHS CJI0KHOCTH.

3akmoueHue. IlpencraBiieHHble Marepualibl COOTBETCTBYIOT TpeOOBaHHAM
OI'OCBO no wnanpasnenuto noxarotoBkd  09.04.01  «Mudopmatuka u
BBIYMCIUTEIbHAS TEXHUKA», U PEKOMEHAYIOTCS JUIs MCIOJIb30BaHUS B Y4eOHOM

npouecce.

PaccmoTpeno Ha 3acemaHuu ydeOHo-Meroaudeckod komuccuu MKT3UM ot
«31» aBrycra 2017r. nporoxos Ne§.
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Conepxxanue

BBenenue

1. ®opMBbI IPOMEKYTOUHOM ATTECTALMU 110 TUCUUIUIMHE

2. O1nieHOYHBIE CPENCTBA ATl IPOMEKYTOUYHOM aTTeCTalluU

3. IlepeueHps KOMMETEHLIUH C YKa3aHHEM 3TANoB UX (OPMUPOBAHUS

B IIPOIIECCE OCBOCHUSI TUCITUTIINHBI

4. OnucaHue nokasarenaeil 1 KpUTEpUeB OLEHUBAHUS KOMIIETEHLIUN

Ha pa3JIMYHbIX dTanax ux (popMuUpoBaHUs, ONUCAHUS ILIKAJIbl OLICHUBAHMS
5. MeTtoauueckue MaTepHabl, ONPEAEIAIONUE NPOLETypy OLEHUBAHUS
3HAaHWW, YMEHUH, HABBIKOB U (MJIN) OMBITA AEITEIHHOCTH,
XapaKTePU3YIOIINX 3TAIbl JOPMUPOBAHUS KOMIETCHIIUNA

6. KonTposbHbIe 3a1aHNs WM UHBIE MaTepHalIbl, HEOOXOUMBIC

JUTS OTICHKH 3HAHUI, YMEHHI, HABBIKOB M (MJIH) OTIBITA IEATEIHHOCTH,
XapaKTEePU3YIOIIUX 3TaIlbl POPMUPOBAHUS KOMIIETCHLINN

B IIPOLIECCE OCBOCHMSI TUCIUIINHBI

JIucT peructpauny U3MEHEHUN U JOITOJIHECHUN
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BBenenue

@oHJ OLICHOYHBIX CPEACTB [Js1 MPOBEICHUS NPOMEKYTOYHOM aTTECTalNU
oboyuarormuxcs no aucturmuinae (POC [1A) «/lenosoii unocmpartwlil A36IK» — 3TO
KOMIUIEKT ~ METOAMYECKMX W KOHTPOJIbHO-U3MEPUTEIIbHBIX  MaTepHUalioB,
MpeAHA3HAYCHHBIX [JIS ONPEACNICHUS YpOBHS C(HOPMUPOBAHHOCTH KOMIIETCHIIUH,
OLICHUBAHUS 3HAHUMW, YMEHUM, BIIaJICHUI HA Pa3HbIX 3Tanax OCBOCHUS JUCHUUILIUHbBI
JUISL TIPOBEACHHS TMPOMEXKYTOUYHOM aTTecTallud OOYYaroMIMXCS 1O JAUCIHUIUIMHE
«J1e710BOM MHOCTPAHHBIN A3BIKY.

OOC ITA sdaBisieTcss COCTaBHOM YacThl0 Y4e€OHOTO M METOAMYECKOTO
oOecrniedeHns MpOorpaMMbl MarucTparypbl mo HampasieHuio noarotoBku 09.04.02
«MH(bopMallMOHHBIE CUCTEMBI U TEXHOJIOTHUN.

3agaun ®OC no pucuuruinHe «Jle10Bor HHOCTPAHHBIN SI3BIKY:

— OILICHKA 3arIaHUPOBAHHBIX pEe3yJIbTaTOB OCBOEHUS
JTUCHUTUTMHBIO0YYAIOIUMHUCS B TIPOIIECCE U3YUECHMS TUCIUTIIIUHBI, B COOTBETCTBUH C
pa3pabOTaHHBIMU U IPUHATHIMU KPUTEPUSIMH 10 KAXKJOMY BUJTY KOHTPOJIS;

— KOHTPOJb ¥ YIOPABJICHHE MPOIECCOM MPUOOPETEHUSI OO0yYarOIIMMUCS
HEOOXOJMMBIX 3HAHUM, YMEHHH, HABBIKOB W (OPMHPOBAHUSA KOMIIETECHLIUM,
onpeneneHHbIXx B PI'OC BO no HanpaBieHUIo MOATOTOBKH.

OOC ITA no auctumniauHe «JlenoBoil MHOCTPAHHBIN S3BIK» COPMUPOBAH Ha
OCHOBE CJIEAYIOIINX OCHOBHBIX MTPUHIIUIIOB OLICHUBAHUSL:

— OPUTOAHOCTH  (BaUIHOCTH)  (OOBEKTHI ~ OIEHKH  COOTBETCTBYIOT
MOCTABJICHHBIM LIETISIM 00YUYEHUS);

— Ha/ISKHOCTHU (MCIOJIb30BAaHUS €IMHOOOPA3HBIX CTAHJAPTOB U KPUTEPUEB IS
OLICHMBAHUS 3aIJTAHUPOBAHHBIX PE3YJIbTATOB);

— 3 PeKTUBHOCTH (COOTBETCTBUS PE3YIHTATOB JEATEIBHOCTH MOCTABJICHHBIM
3a/1a4am).

OOC ITA no nucuurimuHe «JlenoBOil WHOCTPAaHHBIN S3BIK» pa3paboTaH B
cootBeTcTBUM ¢ TpeboBanusiMu OI'OC BO o nanpasnenuro 09.04.01 «MudopmaTtuka
¥ BBIYHMCIMTEIbHAS TEXHHUKA» JJIs aTTECTAIlMU OOYYaroIIMXCS Ha COOTBETCTBUE X
MEepPCOHAIBHBIX  JIOCTIKEHHM  TpeOOBaHUSIM  MOATAmHOrO  (OPMUPOBAHUS
COOTBETCTBYIOIIUX COCTABJISIIOIIMX KOMIETEHIIM M BKJIIOYAET KOHTPOJbHBIC
BOIPOCHI (MJIM TECThl) W TUIIOBBIC 3aJlaHMs, HEOOXOJMMBIC IS OIICHKH 3HAHUH,

YMEHUH U HABBIKOB, XapaKTEPU3YIOMIUX ATAMbl (HOPMUPOBAHHS KOMIIETEHITUH.



1 ®opMBbI NPOMEKYTOUHOM ATTECTANMHU MO TUCIUNIMHE
JucunmuinHa «JlenoBoi MHOCTPAHHBIN SI3bIK» M3Y4aeTcsa B 2 CEMECTpe IpHU
OouHOH (hopme 00ydeHUsT | 3aBepIIaeTCs MPOMEXKYTOUHOM aTTecTaleil B gopme

3a4cTa.

2 Ol.leHO‘lele cpeacrea s l'IpOMe)KyTO‘IHOﬁ arrecranmm
OHCHO‘{HBIG cpeacTBa Aajid HpOMe}KYTO‘{HOﬁ arTeCraluy 110 AHUCHUIIIIMHC

«/JlemoBoM MHOCTPAHHBIN S3BIK» IPU OUYHOM (hopMe 00yUeHHS.

Tabmuia 1
OueHoYHbIe CPENICTB AT TPOMEXYTOUHOM aTTecTaluu
(ounast hopma oOyueHuUsI)
. OneHOYHbBIE
Ne /i Cemectp dopma NpOMEKYTOYHON aTTECTALUN
cpencTaa
1. 2 3a4uer OOC [TA

3 I[lepeyeHb KOMIIETEHIMIA C YKA3aHHEM ITANOB UX ()OPMUPOBAHUS B

npoiecce 0CBOCHUS TUCHUIIIMHBI

IlepeyeHb KOMIIETEHIIMI M WX COCTaBISIIOIIMX, KOTOPbIE JIOJDKHBI OBITh
chopMHUpOBaHbl TMPU H3YUYEHUH TEMbl COOTBETCTBYIOIIETO pasfesia JUCHUTUIAHBI

«/lemoBoif HTHOCTPaHHBIN S3BIKY, MPEICTABIICH B TaOHIIE 2.




[lepeueHb KOMIETEHIIMIA U 3TAIbI KX (OPMUPOBAHHUS

B IIpOTICCCC OCBOCHUA NTUCHHUITIINHBI

Tabmuna 2

No
/o

Oran
dbopmupo
BaHMS
(cemectp)

HaunmenoBanue pas3acia

Kox popmupyemoii
KOMIETEHIIUH
(cocTapstoiei
KOMIIETEHIMH)

dopma
MIPOMEKYTOUYHOU
aTTeCTallu

2

Paznen 1. JlenoBoe
oO11eHne

OK-7 |OK-7.3,
OIIK-4 |OK-7.Y,
OK-7.B,
OIIK-4.3,
OIIK-4.V,
OIIK-4.B

3a4CT

Pazgen 2. JlemoBas
nepenucka

OK-7
OIIK-4

OK-73,
OK-7.Y,
OK-7.B,
OI1K-4.3,
OIIK-4.V,
OIK-4.B

3a4€T

Paznen 3. HayuHnble
KOH(pepeHITur

OK-7
OIIK-4

OK-7.3,
OK-7.Y,
OK-7.B,
OIIK-4.3,
OIIK-4.V,
OIIK-4.B

3a4CT

4 Onucanne moka3zarejieil U KpUTepUeB OLEHUBAHUSI KOMIETEHIUMH Ha

PA3JIMYHBIX JTAallax UX (l)OpMPIpOBaHI/IH, OIIMCAHHA IIKAJbI OICHUBAHUSA

[TokazaTenu u KpUTEpUH OLIEHUBAHUSA C(HOPMHUPOBAHHOCTH KOMIIETEHUIMH Ha

3auere, IPUBEICHBI B Ta0IuIle 3.




Tabmuma 3

[loka3zarenu n KPUTCPHUU OLICHUBAHHA C(i)OpMHpOBaHHOCTI/I KOMHGTE?HHI/I?I Ha 3a4CTC

Oran . IToxazarenu oneHUBaHUS
Kon ¢popmupyemoii | Kputepu
dbopm (TuTaHUpyeMBbIE PE3YyIbTAThl 00yUCHHUS )
No KOMIIETEHIINH u " v
UpoBa . IIpoBUHYTBIN ypOBEHB IIpeBocXOaHBIN YPOBEHD
n/m (cocTaBisitonieit OLICHHBA .
HUS [Toporosslii ypoBeHb
KOMITETEHITIH ) HUS
(cem)
1. 2 |OK-7 OK-7.3, Teopetn |3HaHHE: OCHOBHBIX MPUHIUIIOB |3HAHWE: OCHOBHBIX ITPUHIIUIIOB 3HaHWE: OCHOBHBIX MPUHIIUIIOB
OK-7.Y, YeCKHe U |[TOMCcKa WHPOPMAIIUU IS NOWCKa MHPOPMALIUH IS MOKCKa UHPOPMALIUH [T N3YUEHUS
OK-7.B MPaKTHYe U3YUCHHUS SA3bIKa M3YYEHHUS A3bIKa CAMOCTOSATENIBHO |S3bIKA CAMOCTOATEIBHO C TOMOIIBIO
CKHUe CaMOCTOSITENIFHO C TIOMOIIBIO  |C TIOMOIIbIO HH()OPMAITMOHHBIX  [MH(POPMALMOHHBIX TEXHOJIOTUH Ha
HABbIKM |[MH(OPMALMOHHBIX TEXHOJOTHI |TEXHOJIOTHI Ha YpOBHE YPOBHE POYKTUBHOTO ITPUMEHEHHS B

Ha YpOBHE y3HaBaHUS U
IPUMEHEHUS B CTAHJapTHBIX
(Y4eOHBIX) CHUTyalUsX.

YMeHue: HaXxoIuTh
HE00X0IMMYI0 HHPOPMALIHIO U
aHAJTU3UPOBATh UCTOYHHUKH
MH(pOpPMaLIUU CaMOCTOSITENILHO C
UCTOJIb30BaHUEM
MH(POPMAIIMOHHBIX TEXHOJIOTUI
Ha YpOBHE y3HaBaHUS U
NPUMEHEHHS B CTAHJAPTHBIX
(Y4eOHBIX) CUTYyaLUsX.
Branenue: HaBbIKaMu
CaMOCTOSITENIbHOTO PELICHUS
MOCTaBJICHHBIX 3314
MOCPEICTBOM MH(POPMALIMOHHBIX
TEXHOJIOTHI HA YPOBHE
y3HaBaHUA U IPUMEHEHUS B
CTaHJAPTHBIX (Yy4EOHBIX)
CUTYaIMsIX.

HPOJYKTUBHOIO ITPUMEHEHHUS B
THUITUYHBIX CUTYaLHSAX

YMenue: HaxoIuTh HEOOXOUMYIO
MH(OPMALIMIO U aHATU3UPOBAThH
WCTOYHUKH MHPOPMALIUN
CaMOCTOSITENIBHO C
HCII0JIb30BaHUEM
MH(POPMALIMOHHBIX TEXHOJIOTUH
Ha YpOBHE NPOTYKTUBHOTO
NIPUMEHEHUS B TUIIMYHBIX
CHUTYaLUsIX.

Branenue: HaBbIKaMu
CaMOCTOSITENIbHOTO PELICHUS
MIOCTaBJIEHHBIX 3a7a4
MOCPEACTBOM MH(OPMALIMOHHBIX
TEXHOJIOTHI1 Ha ypOBHE
MPOIYKTHUBHOTO TPUMEHEHHUS B
TUMWYHBIX CUTYalUsX.

HOBBIX CUTYaIUsAX
YMeHue: Hax0IUTh HEOOXOAUMYIO
WH(pOpMAIIKIO U aHATTU3UPOBATH
MCTOYHUKU MH(POpMALIUU
CaMOCTOSITEJIBHO C UCIIOJIb30BAHUEM
MH(OPMAIIMOHHBIX TEXHOJIOTHI Ha
YPOBHE MPOAYKTUBHOTO MTPUMEHEHUS B
HOBBIX CUTYaIHSIX.

Branenue: HaBbIKamMu
CaMOCTOSITEJIbHOTO PEIICHUS
MOCTaBJICHHBIX 33J1a4 TTOCPEJICTBOM
MH(OPMALIMOHHBIX TEXHOJOTHI Ha
YPOBHE MPOIYKTUBHOTO MTPUMEHEHUS B
HOBBIX CUTYaIHSIX.




OIIK-4

OIIK-4.3,
OIIK-4.V,
OIIK-4.B

TeopeTtn
YEeCKUe 1
paKTHyie
CKHE
HaABBIKU

3HaHME: BAKHEHIINX JIEKCUKO-
rpaMMaTHYECKHUX U
CTHJIUCTUYECKHX TTapaMeTpOB
A3bIKa Ha YPOBHE y3HABAHUS U
HIPUMEHEHHS B CTAHJApTHBIX
(Y4eOHBIX) CHUTYyalIHsIX.
VYMeHue: NopoxIaTh
a/IeKBaTHBIE B YCIOBUSX
KOHKPETHOW CUTyaluy OOIIEeHUS
YCTHBIC ¥ TUCbMEHHBIE TEKCTHI
Ha YpPOBHE y3HaBaHUS U
NPUMEHEHHS B CTAaHJAPTHBIX
(y4eOHBIX) CHUTYyaIUsIX.
Brnanenue: pa3innyabiMu
npueMaMH CTPYKTYPUPOBAHUS
YCTHOT'O U TMCbMEHHOI'O TEKCTa
JIeIOBOTO XapakTepa Ha
MHOCTPAaHHOM SI3bIKE Ha YPOBHE
y3HaBaHUS U TIPUMECHEHUS B
CTaHJAapPTHBIX (Yy4EOHBIX)
CUTYaIHSIX.

3HaHWe: BAKHEHUIINX JICKCUKO-
rpaMMAaTUYECKUX U
CTHJIMCTHUYECKHX MTapaMETPOB S3bIKa
Ha YPOBHE MPOAYKTHUBHOTO
MIPUMEHEHUS B TUITUYHBIX
CUTYaLIUsIX

YMeHue: opoxIaTh aJIeKBaTHHIC B
YCIIOBUSIX KOHKPETHOW CUTYaIH
OOIIEHMS YCTHBIE U ITUChbMEHHBIC
TEKCTHI HA YPOBHE MPOIYKTUBHOTO
MIPUMEHEHUS B TUITUYHBIX
CUTYyalIUsIX.

Brnanenue: pa3muuHbIMU PHEMaMH
CTPYKTYPHUPOBAHUSI YCTHOTO U
MACEMEHHOI'O TEKCTA JIEJIOBOIO
XapaxkTepa Ha ypOBHE
MPOYKTHUBHOTO ITPUMEHEHHUS B
TUTMMYHBIX CUTYaIHSIX.

3HaHWe: BAKHEHIINX JICKCUKO-
rpaMMAaTHYECKUX U CTUIIMCTUYECKUX
MapamMeTPOB S3bIKA HA YPOBHE
MPOTYKTUBHOTO MPUMEHEHHS B HOBBIX
CUTYaIIUsIX

‘YMeHue: nopokaarh aJcKBaTHbIC B
YCIIOBUSIX KOHKPETHOW CUTYaIIH
OOIIIEHHS YCTHBIC ¥ IMChMEHHBIC
TEKCTHI HA YPOBHE MPOYKTUBHOTO
MIPUMEHEHUS B HOBBIX CUTYAaIIUsIX.
Brnanenue: pa3nmuuHbIMU PHEMaMH
CTPYKTYPHUPOBAHUSI YCTHOTO U
MACEMEHHOI'O TEKCTA JIEJIOBOIO
XapakTepa Ha YpOBHE PO TYKTUBHOTO
MPUMEHEHUS B HOBBIX CUTYaIHSIX




dopMHUpOBaHUE OLEHKW TMPHU TPOMEKYTOYHOM aTTecTallid [0 HTOraM
OCBOCHHUS JUCLUUIUIMHBI 3aBUCUT OT YPOBHS OCBOCHHS KOMIICTCHIIUM, KOTOPBIC
oOydJaromuiicss JOJKEH OCBOUTH MO JAaHHOW AuciuruiiHe. CBsA3b MEXIYy HUTOTOBOU

OHCHKOI?I N YPOBHEM OCBOCHHU:A KOMHCTGHHI/Iﬁ (IHKaJIa OHGHI/IBaHI/IH) MpcacTraBjicHa B

Tabnuire 4.
Tabnuua 4
OnucaHue NIKaJIbl OLIEHUBAHUSA
[Ixana oneHuBaHus
B Onucanue OlleHKH B TpPeOOBaHUSAX K YPOBHIO
BIDAKECHUE B v
CnoBecHOE BBIPAKEHUE P 1 00BEMY KOMIICTCHIIHH
Oasutax
OCBOEH NIPEBOCXOAHBINA YPOBEHE BCEX
3auTeHo ot 86 1o 100 p . a YP o
KOMITETCHIIUM (COCTaBIISIONINX KOMITCTCHITHM )
OCBOEH NPOABUHYTBIN YPOBEHH BCEX
3adTeHo or 71 mo 85 P If y MY o
KOMITETEHITUH (COCTaBIISIONTUX KOMITCTCHITUH)
OcCBO€EH MOPOroOBLIN YPOBEHL BCEX
3adTeHo or 51 no 70 P . M o
KOMITETEHITUH (COCTaBIISIONTUX KOMITCTCHITUH)
He ocBoeH moporoBbIil YPOBEHEL BCEX
He 3aureno 1o 51 Vp yp o
KOMITETCHIIUM (COCTaBIISIONINX KOMITCTCHITHM )

5 Meroauueckue MaTepualibl, ONpeaeJflolHe MPOUeAyPY OLEHUBAHUS
3HAHWH, YMEHUH, HABBIKOB M (WJIN) ONbITA AEATEJbHOCTH, XapPaKTEePHU3YIOLIUX

Tanbl (OPMHUPOBAHUA KOMIIETEHIMA

DopMUPOBAHUE OLICHKH MO Pe3yJibTaTaM TEKYIIEr0 KOHTPOJISI YCIIEBAEMOCTH U
MPOMEKYTOUYHOW aTTECTAllMM II0 MTOTaM OCBOEHHUS JMCUMIUIMHBI  «/lenoBoii

WHOCTPaHHBIN S3BIK IPUBEJICHO B TaOIHUIIEC S.




Tabmuma 5

®opMHUPOBAHUE OIEHKHU IO UTOTaM OCBOCHHUS JUCHUILTUHBI (MOTYJISI) UJIA MIPAKTUKHU

PeliTHHTOBEBIE TTOKA3aTEN

)
= S B
= < S g
HaumeHoBanue o = = | g 52
= o )
KOHTPOJIBHOTO MEPOTIPUATHUS = = s 2 o w = £ = <
5 3 8 | 58585 E K8 5
S 2 E | BE&alg85 &g
= ' 5 B5EIEZ8¢Q
& s — |5 8|c&E &g
— = = E e 2 EEesd
Pazaen 1. JlenoBoe obOmicHue 15 15
TecT TeKyliero KOHTpOJIsl MO pa3einy 10 10
CocraBneHue akTUBHOTO CIIOBapsi 5 5
JIEJIOBOU JIEKCUKHU
Pasznen 2. [lenoBas nepenucka 15 15
TecT TeKyIero KOHTPOJIS 1O a3ty 10 10
IToaroToBka pe3rome 5 5
Pa3nen 3. Hayunsie kondepennun 20 20
TecT TeKyIero KOHTPOJIS O pa3aeny 10 10
[TpoBepka s36IKOBOTO MOPTQOINO 10 10
[TpomexxyTouHas arrecraius (3a4er): 50
— TECT MPOMEXYTOYHOM aTTECTAIIUH TT0 20
IUCHUIINHE *
— B MUCbMEHHOM (hopMme 1o Ousietam 30
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6 KoHTpoJbHbIe 3aJaHusl WIN UHbIE MATEPUAJIbI, HEOOX0AUMBIE IJIA
OlleHKH 3HAHM i, YMeHU, HABBIKOB M (WJIH) ONBITA 1€ATEIbHOCTH,
XapaKTepu3yIUX dTanbl (JOPMUPOBAHUS KOMIIETEHLIMA B Mpolecce 0CBOEHMSsI
AUCUMILTHHBI.

6.1. OrnieHOUHBIE CpeACTBA TSI MPOMEKYTOTHOTO KOHTPOJIS:
[lepBbIii 3Tam: TecTOBbIC 3aJaHUSI.

Buvibepume npasunvuviii 6apuarnm omeema.
1. The force of gravitational attraction exerted on a body by the earth as the weight of the

body is one of the most important forces in everyday life.

know

knowing

known

knew

2. The total quantity of pure radium is quite insignificant.

obtains

obtain

obtaining

obtained

3. Intermolecular space exists even in a gas which, exceedingly high pressure ceases to
contract its volume.

subjected to

subject to

subject

subjecting to

4. When used as an amplifier the radio-tube allows a small voltage a strong flow of current
from a battery.

to control

to controlled

controlling

to controls

5. If a body in a fluid, the upthrust of the fluid on the body is equal to the weight of
the fluid displaced.

is totally immerse

is totally immersed

is totally immersing

are totally immersed

6. Any moving object is able to do work, the quantity of kinetic energy its mass and
velocity.

depend on

depended on

depending on

depending

7. The temperature of a wire being raised, the random motion of the electrons

11



increase

increases

increasing

being increased

8. The current flow , the direction of the magnetic lines of force also changed.
having been changed

having being changed

having be changed

have been changed

9. The molecules of a gas about freely.

are moved

moving

are moving

is moving

10. the volume, the pressure, and the temperature of the gas, we can determine the state
of its mass.

Known

Knowing

Knows

Know

11. At the beginning of the century scientists succeeded in breaking the nucleus of the atom by
attacking it with tiny particles with a great speed.

be flying

is flying

fly

flying

12. in proper proportion hydrogen and oxygen combine forming water.
Be taken

Being taken

Being take

Be take

13. The ammeter is a device.

measures

measured

measuring

was measuring

14. The forces between atoms within a molecule are very strong.

acts

to acting

actings

acting

15. When speaking of water, we must remember that it of tiny particles of its
molecules.

are composed

is composed

IS composes
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composed

16. by a snow storm, the liner was three days late.

Having detained

Been detained

Having been detained

Having being detained

17. In passing through a metal electrons with many ions.
collide

collides

colliding

is collide

18. When the boiling the adding of heat does not raise the temperature.
Is reached

is reach

is reaching

is been reached

19. The proper work of an engine upon its being well lubricated.
depend

depending

depends

was depended

20. All the chemical transformations that take place around us only change energy from one form
into another without the total.

affect

affecting

affected

be affecting

21. Coal and any other fuel provide the heat for driving our engines and turbines.
require

required

be required

have been required

22. In carrying out the plan of an artificial satellite our scientists had to solve many
difficult problems.

launch

be launching

launching

launches

23. The bridge so quickly surprised us very much.

having repaired

having been repaired

have been repaired

has been repaired

24. a new economic paradigm became a necessity when the traditional approach failed to
explain the complexities of modern economy.
Created
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Creating

Create

Creates

25. After the households, business firms, government and private sector, one can proceed
with the microeconomic analysis.

aggregating
aggregates
aggregatings
to aggregate
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How the brain can handle so much data
December 15, 2015 Georgia Institute of Technology

Humans learn to very quickly identify complex objects and variations of them. We generally
recognize an "A" no matter what the font, texture or background, for example, or the face of a
coworker even if she puts on a hat or changes her hairstyle. We also can identify an object when
just a portion is visible, such as the corner of a bed or the hinge of a door. But how? Are there
simple techniques that humans use across diverse tasks? And can such techniques be
computationally replicated to improve computer vision, machine learning or robotic performance?
Researchers at Georgia Tech discovered that humans can categorize data using less than 1 percent
of the original information, and validated an algorithm to explain human learning -- a method that
also can be used for machine learning, data analysis and computer vision.

"How do we make sense of so much data around us, of so many different types, so quickly and
robustly?" said Santosh Vempala, Distinguished Professor of Computer Science at the Georgia
Institute of Technology and one of four researchers on the project. "At a fundamental level, how do
humans begin to do that? It's a computational problem."

Researchers Rosa Arriaga, Maya Cakmak, David Rutter, and Vempala at Georgia Tech's College of
Computing studied human performance in "random projection” tests to understand how well
humans learn an object. They presented test subjects with original, abstract images and then asked
whether they could correctly identify that same image when randomly shown just a small portion of
it.

"We hypothesized that random projection could be one way humans learn,” Arriaga, a senior
research scientist and developmental psychologist, explains. "The short story is, the prediction was
right. Just 0.15 percent of the total data is enough for humans.”

Next, researchers tested a computational algorithm to allow machines (very simple neural networks)
to complete the same tests. Machines performed as well as humans, which provides a new
understanding of how humans learn. "We found evidence that, in fact, the human and the neural
network behave very similarly,” Arriaga said.

The researchers wanted to come up with a mathematical definition of what typical and atypical
stimuli look like and, from that, predict which data would hardest for the human and the machine to
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learn. Humans and machines performed equally, demonstrating that indeed one can predict which
data will be hardest to learn over time.

Results were recently published in the journal Neural Computation (MIT press). It is believed to be
the first study of “random projection,” the core component of the researchers’ theory, with human
subjects.

To test their theory, researchers created three families of abstract images at 150 x 150 pixels, then
very small ““random sketches" of those images. Test subjects were shown the whole image for 10
seconds, then randomly shown 16 sketches of each. Using abstract images ensured that neither
humans nor machines had any prior knowledge of what the objects were.

"We were surprised by how close the performance was between extremely simple neural networks
and humans," Vempala said. "The design of neural networks was inspired by how we think humans
learn, but it's a weak inspiration. To find that it matches human performance is quite a surprise.”
"This fascinating paper introduces a localized random projection that compresses images while still
making it possible for humans and machines to distinguish broad categories," said Sanjoy Dasgupta,
professor of computer science and engineering at the University of California San Diego and an
expert on machine learning and random projection. "It is a creative combination of insights from
geometry, neural computation, and machine learning."

Although researchers cannot definitively claim that the human brain actually engages in random
projection, the results support the notion that random projection is a plausible explanation, the
authors conclude. In addition, it suggests a very useful technique for machine learning: large data is
a formidable challenge today, and random projection is one way to make data manageable without
losing essential content, at least for basic tasks such as categorization and decision making.

The algorithmic theory of learning based on random projection already has been cited more than
300 times and has become a commonly used technique in machine learning to handle large data of
diverse types.
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Scientists teach machines to learn like humans
December 10, 2015 New York University

This paper compares human and machine learning for a wide range of simple visual concepts, or
handwritten characters selected from alphabets around the world. This is an artist's interpretation of
that theme. Art by Danging Wang. This material relates to a paper that appeared in the Dec. 11,
2015 issue of Science, published by AAAS. The paper, by B.M. Lake at New York University in
New York, NY, and colleagues was titled, "Human-level concept learning through probabilistic
program induction."”

A team of scientists has developed an algorithm that captures our learning abilities, enabling
computers to recognize and draw simple visual concepts that are mostly indistinguishable from
those created by humans. The work, which appears in the latest issue of the journal Science, marks
a significant advance in the field -- one that dramatically shortens the time it takes computers to
'learn’ new concepts and broadens their application to more creative tasks.

"Our results show that by reverse engineering how people think about a problem, we can develop
better algorithms," explains Brenden Lake, a Moore-Sloan Data Science Fellow at New York
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University and the paper's lead author. "Moreover, this work points to promising methods to narrow
the gap for other machine learning tasks."

The paper's other authors were Ruslan Salakhutdinov, an assistant professor of Computer Science at
the University of Toronto, and Joshua Tenenbaum, a professor at MIT in the Department of Brain
and Cognitive Sciences and the Center for Brains, Minds and Machines.

When humans are exposed to a new concept -- such as new piece of kitchen equipment, a new
dance move, or a new letter in an unfamiliar alphabet -- they often need only a few examples to
understand its make-up and recognize new instances. While machines can now replicate some
pattern-recognition tasks previously done only by humans -- ATMs reading the numbers written on
a check, for instance -- machines typically need to be given hundreds or thousands of examples to
perform with similar accuracy.

"It has been very difficult to build machines that require as little data as humans when learning a
new concept,” observes Salakhutdinov. "Replicating these abilities is an exciting area of research
connecting machine learning, statistics, computer vision, and cognitive science."

Salakhutdinov helped to launch recent interest in learning with 'deep neural networks," in a paper
published in Science almost 10 years ago with his doctoral advisor Geoffrey Hinton. Their
algorithm learned the structure of 10 handwritten character concepts -- the digits 0-9 -- from 6,000
examples each, or a total of 60,000 training examples.

In the work appearing in Science this week, the researchers sought to shorten the learning process
and make it more akin to the way humans acquire and apply new knowledge -- i.e., learning from a
small number of examples and performing a range of tasks, such as generating new examples of a
concept or generating whole new concepts.

To do so, they developed a 'Bayesian Program Learning' (BPL) framework, where concepts are
represented as simple computer programs. For instance, the letter 'A' is represented by computer
code -- resembling the work of a computer programmer -- that generates examples of that letter
when the code is run. Yet no programmer is required during the learning process: the algorithm
programs itself by constructing code to produce the letter it sees. Also, unlike standard computer
programs that produce the same output every time they run, these probabilistic programs produce
different outputs at each execution. This allows them to capture the way instances of a concept vary,
such as the differences between how two people draw the letter ‘A’

While standard pattern recognition algorithms represent concepts as configurations of pixels or
collections of features, the BPL approach learns "generative models™ of processes in the world,
making learning a matter of 'model building' or 'explaining’ the data provided to the algorithm. In
the case of writing and recognizing letters, BPL is designed to capture both the causal and
compositional properties of real-world processes, allowing the algorithm to use data more
efficiently. The model also "learns to learn" by using knowledge from previous concepts to speed
learning on new concepts -- e.g., using knowledge of the Latin alphabet to learn letters in the Greek
alphabet. The authors applied their model to over 1,600 types of handwritten characters in 50 of the
world's writing systems, including Sanskrit, Tibetan, Gujarati, Glagolitic -- and even invented
characters such as those from the television series Futurama.

In addition to testing the algorithm's ability to recognize new instances of a concept, the authors
asked both humans and computers to reproduce a series of handwritten characters after being shown
a single example of each character, or in some cases, to create new characters in the style of those it
had been shown. The scientists then compared the outputs from both humans and machines through
'visual Turing tests." Here, human judges were given paired examples of both the human and
machine output, along with the original prompt, and asked to identify which of the symbols were
produced by the computer.

While judges' correct responses varied across characters, for each visual Turing test, fewer than 25
percent of judges performed significantly better than chance in assessing whether a machine or a
human produced a given set of symbols.

"Before they get to kindergarten, children learn to recognize new concepts from just a single
example, and can even imagine new examples they haven't seen," notes Tenenbaum. "I've wanted to

16



build models of these remarkable abilities since my own doctoral work in the late nineties. We are
still far from building machines as smart as a human child, but this is the first time we have had a
machine able to learn and use a large class of real-world concepts -- even simple visual concepts
such as handwritten characters -- in ways that are hard to tell apart from humans.”

The work was supported by grants from the National Science Foundation to MIT's Center for
Brains, Minds and Machines (CCF-1231216), the Army Research Office (W911NF-08-1-0242,
WO911NF-13-1-2012), the Office of Naval Research (N000141310333), and the Moore-Sloan Data
Science Environment at New York University.
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How does my therapist rate?
December 2, 2015 University of Southern California

"And how does that make you feel? Empathy is the foundation of therapeutic intervention. But how
can you know if your therapist is or will be empathetic? Technology developed by researchers from
USC, University of Washington, and the University of Utah can tell you.

Leveraging developments in automatic speech recognition, natural language processing and
machine learning, researchers Bo Xiao (Ming Hsieh Department of Electrical Engineering at the
USC Viterbi School of Engineering), Zac E. Imel (Department of Educational Psychology at the
University of Utah), Panayiotis G. Georgiou (Ming Hsieh Department of Electrical Engineering at
the USC Viterbi School of Engineering), David C. Atkins (Department of Psychiatry and
Behavioral Sciences at the University of Washington) and Shrikanth S. Narayanan (Ming Hsieh
Department of Electrical Engineering at the USC Viterbi School of Engineering), developed
software to detect "high-empathy” or "low-empathy" speech by analyzing more than 1,000
therapist-patient sessions. The researchers designed a machine-learning algorithm that takes speech
as its input to generate an empathy score for each session automatically.

Their methodology is documented in a forthcoming article titled, "'Rate My Therapist": Automated
Detection of Empathy in Drug and Alcohol Counseling via Speech and Language Processing,” and
according to the authors, is the first study of its kind to record therapy sessions and automatically
determine the quality of a therapy session based on a single characteristic. The study appears in the
December issue of PLoS ONE.

Currently, there are very few ways to assess the quality of a therapy session. In fact, according the
researchers, the methods for evaluating therapy have remained unchanged for seventy years.
Methods requiring third-party human evaluators are time-consuming and affect the privacy of each
session.

Instead, imagine a natural language processing app like SIRI listening in for the right phrases and
vocal qualities. The researchers are building on a emerging a new field in engineering and computer
science called behavioral signal processing, which "utilizes computational methods to assist in
human decision-making about behavioral phenomena."

The authors taught their algorithm to recognize empathy via data from training sessions for
therapists, specifically looking at therapeutic interactions with individuals coping with addiction
and alcoholism. Using automatic speech recognition and machine learning based models, the
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algorithm then automatically identified select phrases that would indicate whether a therapist
demonstrated high or low empathy.

Key phrases such as: "it sounds like," "do you think,” and "what I'm hearing,” indicated high
empathy, while phrases such as "next question,” "you need to,” and "during the past,” were
perceived as low-empathy by the computational model.

Speaking about this innovation Shri Narayanan, Andrew J. Viterbi Professor of Engineering at USC
and the senior author on this study, said, "Technological advances in human behavioral signal
processing and informatics promise not only scale up and provide cost savings through automation
of processes that are typically manual, but enable new insights by offering tools for discovery. This
particular study gets at a hidden mental state and what this shows is that computers can be trained to
detect constructs like empathy using observational data."”

Narayanan's team in the Signal Analysis and Interpretation Lab at USC continues to develop more
advanced models -- giving the algorithm the capacity to analyze diction, the tone of voice, the
musicality of one's speech (prosody) as well as how the cadence of one speaker in conversation is
echoed with another (for example when a person talks fast and the listener's oral response mirrors
the rhythm with quick speech).

In the near term, the researchers are hoping to use this tool to train aspiring therapists.

"Being able to assess the quality of psychotherapy is critical to ensuring that patients receive quality
treatment, said David Atkins, a University of Washington research professor of psychiatry.." ..The
sort of technology our team of engineers and psychologists is developing may offer one way to help
providers get immediate feedback on what they are doing -- and ultimately improve the
effectiveness of mental health care,” said Zac Imel, a University of Utah professor of educational
psychology and the paper's corresponding author.

In the long run, the team hopes to create software that provides real-time feedback or rates a therapy
session on the spot. In addition, the researchers want to incorporate additional elements into their
empathy rating algorithm, including acoustic channels and the frequency with which a therapist or
patient speaks.
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Online game reveals something fishy about mathematical models
December 2, 2015 Uppsala University

How can you tell if your mathematical model is good enough? In a new study, researchers from
Uppsala University implemented a Turing test in the form of an online game (with over 1700
players) to assess how good their models were at reproducing collective motion of real fish schools.
The results are published in Biology Letters.

Mathematical models allow us to understand how patterns and processes in the real world are
generated and how complex behaviour, such as the collective movement of animal groups, can be
produced from simple individual level rules. Fitting models based on the large scale properties of
the data is one way to choose between different models, but can we be satisfied with our model
when this has been achieved? How can we apply other methods to see how good our model fit is?
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James Herbert-Read, researcher at the Department of Mathematics at Uppsala University, and his
colleagues highlight and propose a solution to this problem by implementing a Turing test to assess
how good their models were at reproducing collective motion.

They designed an online game where members of the public (over 1700 players online) and a small
group of experts were asked to differentiate between the collective movements of real fish schools
and those simulated by a model.

'‘By putting the game online, and though crowd sourcing this problem, the public have not only
become engaged in science, they have also helped our research,’ says James Herbert-Read.

Even though the statistical properties of the model matched those of the real data, both experts and
members of the public could differentiate between simulated and real fish. The researchers asked
the online players that answered all six questions correctly to give feedback on how they
differentiated between the real schools and the simulated ones.

‘These players commonly suggested that the spatial organization of the groups and smoothness of
the trajectories appeared different between the simulated and real schools. These are aspects of the
model we can try to improve in the future', says James Herbert-Read.

‘Our results highlight that we can use ourselves as Mechanical Turks through ‘citizen science' to
improve and refine model fitting'.

Alan Turing provided a means of assessing whether a machine's behaviour was equivalent or
indistinguishable from that of a human. In the Turing test, if a human observer could not determine
between which one of two interacting players was a machine (the other a human), then the machine
had passed the test and exhibited intelligent behaviour. The test is designed to assess the ability of a
model (the machine) to reproduce the real world (human behaviour).
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Network analysis shows systemic risk in mineral markets
November 13, 2015 International Institute for Applied Systems Analysis

A shortage of a rare mineral could spur global market instabilities, according to a new analysis of
international commodity trade networks.

Shortages of natural resources--minerals such as copper, aluminum, and mercury--could lead to
cascading shocks and lead to instabilities in the global trade system, according to a study published
today in the journal Science Advances.

Mineral resources are increasingly important in the production of modern devices such as mobile
phones and medical technologies. These resources are mined and shipped around the world through
increasingly interlinked global trade networks.

"Regional shortages of minerals necessary for the manufacture of modern technologies could ripple
throughout the trade system, leading to a sharp increase in the price volatility of such minerals in
the global markets,” says Peter Klimek, a researcher at the Medical University of Vienna, who led
the study in collaboration with IASA researchers.

The study examined trade flows of 71 mineral commodities between 107 countries, using a new
method to assess the systemic risk in commaodity trade networks.
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It shows that minerals that are produced as a byproducts of other processes--for example rare earth
metals produced as a byproduct of phosphorus mining for fertilizer--are the most susceptible to
price volatility leading to systemic instabilities,

"The beauty of this methodology is that it allows the data to tell its own story,” says IASA
Ecosystems Services and Management Program Director Michael Obersteiner. The new study grew
out of a conversation with IASA Advanced Systems Analysis researcher Stefan Thurner, who has
previously applied similar methods to the study of systemic risk in financial markets.

"Commodity markets, like financial markets, are highly international and interconnected,” explains
Thurner. "Understanding these networks gives us a handle to explain and possibly predict a large
portion of the instabilities in terms of price volatility in the markets."

In particular the study finds shortcomings in the management of non-fuel mineral resources that
increase the systemic risk, and provides a method for countries to assess their resilience with
respect to such rippling network effects. It proposes policy measures, for example a tax based on
commodity risk that could create more stable markets.

The researchers plan to continue their collaboration, extending the methodology to explore other
networked systems, for example the agriculture system, food trade, and food security.
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'Shrinking bull's-eye" algorithm speeds up complex modeling from days to hours
November 17, 2015 Massachusetts Institute of Technology

To work with computational models is to work in a world of unknowns: Models that simulate
complex physical processes -- from Earth's changing climate to the performance of hypersonic
combustion engines -- are staggeringly complex, sometimes incorporating hundreds of parameters,
each of which describes a piece of the larger process.

Parameters are often question marks within their models, their contributions to the whole largely
unknown. To estimate the value of each unknown parameter requires plugging in hundreds, if not
thousands, of values, and running the model each time to narrow in on an accurate value -- a
computation that can take days, and sometimes weeks.

Now MIT researchers have developed a new algorithm that vastly reduces the computation of
virtually any computational model. The algorithm may be thought of as a shrinking bull's-eye that,
over several runs of a model, and in combination with some relevant data points, incrementally
narrows in on its target: a probability distribution of values for each unknown parameter.

With this method, the researchers were able to arrive at the same answer as a classic computational
approaches, but 200 times faster.

Youssef Marzouk, an associate professor of aeronautics and astronautics, says the algorithm is
versatile enough to apply to a wide range of computationally intensive problems.

"We're somewhat flexible about the particular application,” Marzouk says. "These models exist in a
vast array of fields, from engineering and geophysics to subsurface modeling, very often with
unknown parameters. We want to treat the model as a black box and say, 'Can we accelerate this
process in some way?' That's what our algorithm does."
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Marzouk and his colleagues -- recent PhD graduate Patrick Conrad, Natesh Pillai from Harvard
University, and Aaron Smith from the University of Ottawa -- have published their findings this
week in the Journal of the American Statistical Association.

In working with complicated models involving multiple unknown parameters, computer scientists
typically employ a technique called Markov chain Monte Carlo (MCMC) analysis -- a statistical
sampling method that is often explained in the context of the board game 'Monopoly.'

To plan out a monopoly, you want to know which properties players land on most often --
essentially, an unknown parameter. Each space on the board has a probability of being landed on,
determined by the rules of the game, the positions of each player, and the roll of two dice. To
determine the probability distribution on the board -- the range of chances each space has of being
landed on -- you could roll the die hundreds of times.

If you roll the die enough times, you can get a pretty good idea of where players will most likely
land. This, essentially, is how an MCMC analysis works: by running a model over and over, with
different inputs, to determine a probability distribution for one unknown parameter. For more
complicated models involving multiple unknowns, the same method could take days to weeks to
compute an answer.

With their new algorithm, Marzouk and his colleagues aim to significantly speed up the
conventional sampling process.

"What our algorithm does is short-circuits this model and puts in an approximate model,” Marzouk
explains. "It may be orders of magnitude cheaper to evaluate."

The algorithm can be applied to any complex model to quickly determine the probability
distribution, or the most likely values, for an unknown parameter. Like the MCMC analysis, the
algorithm runs a given model with various inputs -- though sparingly, as this process can be quite
time-consuming. To speed the process up, the algorithm also uses relevant data to help narrow in on
approximate values for unknown parameters.

In the context of 'Monopoly," imagine that the board is essentially a three-dimensional terrain, with
each space represented as a peak or valley. The higher a space's peak, the higher the probability that
space is a popular landing spot. To figure out the exact contours of the board -- the probability
distribution -- the algorithm rolls the die at each turn and alternates between using the
computationally expensive model and the approximation. With each roll of the die, the algorithm
refers back to the relevant data and any previous evaluations of the model that have been collected.
At the beginning of the analysis, the algorithm essentially draws large, vague bull's-eyes over the
board's entire terrain. After successive runs with either the model or the data, the algorithm's bull's-
eyes progressively shrink, zeroing in on the peaks in the terrain -- the spaces, or values, that are
most likely to represent the unknown parameter.

The group tested the algorithm on two relatively complex models, each with a handful of unknown
parameters. On average, the algorithm arrived at the same answer as each model, but 200 times
faster.

"What this means in the long run is, things that you thought were not tractable can now become
doable,” Marzouk says. "For an intractable problem, if you had two months and a huge computer,
you could get some answer, but you would not necessarily know how accurate it was. Now for the
first time, we can say that if you run our algorithm, you can guarantee that you'll find the right
answer, and you might be able to do it in a day. Previously that guarantee was absent."

Marzouk and his colleagues have applied the algorithm to a complex model for simulating
movement of sea ice in Antarctica, involving 24 unknown parameters, and found that the algorithm
is 60 times faster arriving at an estimate than current methods. He plans to test the algorithm next
on models of combustion systems for supersonic jets.

"This is a super-expensive model for a very futuristic technology,” Marzouk says. "There might be
hundreds of unknown parameters, because you're operating outside the normal regime. That's
exciting to us."

This research was supported, in part, by the Department of Energy.
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New breakthroughs for fundamental problems in computer science
October 19, 2015 University of Bristol

Academics from the University of Bristol will present new breakthroughs on two fundamental
problems in Computer Science. These results will be presented at the world's leading international
conference in computer science this week.

The 56th annual IEEE symposium on Foundations of Computer Science (FOCS 2015) will take
place in California from Oct. 18-20 .

One of the most challenging questions in computer science is whether there exist problems that are
provably hard to solve. This is most famously shown in an unsolved computer science question of
whether P=NP, for which anyone who solves the problem would be awarded a prize of $1,000,000.
In the first paper, New unconditional hardness results for dynamic and online problems, Dr Rapha¢l
Clifford, Reader in Algorithm Design in the University's Department of Computer Science and
colleagues from Aarhus University, have proved hardness results for versions of matrix vector
multiplication, a fundamental tool in much of applied mathematics. The researchers go on to show
further hardness results for problems where the data are dynamically changing.

The research team have studied the cell probe complexity of two fundamental problems: matrix-
vector multiplication and a version of dynamic set disjointness known as Patrascu's Multiphase
Problem. The researchers have presented improved unconditional lower bounds for these problems
as well as introducing new proof techniques of independent interest. These include a technique
capable of proving strong threshold lower bounds of the following form: If we insist on having a
very fast query time, then the update time has to be slow enough to compute a lookup table with the
answer to every possible query. This is the first time a lower bound of this type has been proven.
The lower bounds the researchers have proved equal the highest that have ever been achieved and
give the second ever example of such a mathematical proof that holds even when a potential
solution is allowed to use random numbers.

In the second paper, Constructing linear-sized spectral sparsification in almost-linear time, Dr He
Sun, Lecturer in Computer Science in the University's Department of Computer Science and Yin
Tat Lee, a PhD student from MIT, have presented the first algorithm for constructing linear-sized
spectral sparsifiers that runs in almost-linear time.

More and more applications from today's big data scenario need to deal with graphs of millions of
vertices. While traditional algorithms can be applied directly in these massive graphs, these
algorithms are usually too slow to be practical when the graph contains millions of vertices. Also,
storing these practical massive graphs are very expensive.

Dr He Sun said: "Over the past decade, there have been intensive studies in order to overcome these
two bottlenecks. One notable approach is through the intermediate step called spectral
sparsification, which is the approximation of any input graph by a very sparse graph that inherits
many properties of the input graph. Since most algorithms run faster in sparse graphs, spectral
sparsification is used as a key intermediate step in speeding up the runtime of many practical graph
algorithms, including finding approximate maximum flows in an undirected graph, and
approximately solving linear systems, among many others."
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Using spectral sparsification, the researchers ran many algorithms in a sparse graph, and obtained
approximately the correct results as well. This general framework allowed them to speed up the
runtime of a wide range of algorithms by a magnitude. However, to make the overall approach
practical, a key issue was to find faster constructions of spectral sparsification with fewer edges in
the resulting sparsifiers. There have been many studies looking at this area in the past decade.

The researchers have proved that, for any graph, they can construct in almost-linear time its spectral
sparsifier, and in the output sparsifier every vertex has only constant number of vertices. This result
is almost optimal respect to time complexity of the algorithm, and the number of edges in the
spectral sparsifier.
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Crunching numbers: Math equations help build optimal bird wing
September 28, 2015 Florida State University

If you had to design a bird or dolphin drone from scratch, how would you build the wings?

That's the question that Florida State University Assistant Professor of Mathematics Nick Moore
posed in a new paper published by the academic journal Physics of Fluids.

Specifically, he wanted to know how flexible the wings or fins should be, so that if an engineer
designed a flying or swimming drone, they could create the most effective one possible.

"We want to understand how wings and fins perform differently when they are made of flexible
material,” Moore said. "Sometimes, flexibility can really boost performance, but too much
flexibility can be a bad thing. We want to find the happy medium."

Furthermore, Moore wanted to see if allowing the wing to be more flexible in certain places could
help even more. He found that concentrating flexibility near the front of the wing, while keeping the
back rigid, maximizes its capability to thrust forward when it is flapped.

In fact, a wing designed in this way generates 36 percent more thrust than one for which the
flexibility is constant throughout.

Moore said the mathematical model aids in the fundamental understanding of how birds, insects and
some amphibians are designed from a biological perspective. But the practical advantages for
engineers designing robots are even greater.

"Maybe engineers will look at this as a way to improve designs,” he said. "If you can control
exactly how to build a flapping wing, this is how you should do it."

Drones are being used in all sorts of ways, from construction design to military endeavors to search
and rescue operations.

To perform the calculations, Moore used partial differential equations that were solved on an
ordinary computer.

In the beginning, Moore manually chose the wing designs that were put through the computer to be
tested.

Ultimately, though, he developed an algorithm that allowed the computer to suggest its own
guesses, and this was used to pin down the optimal design.

Much of the advanced mathematics conducted in the world right now requires super computers, but
Moore takes a different approach. He used relatively simple equations so that designers with a math
or engineering background could replicate the work.
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"I like to spend more energy simplifying the mathematics as much as possible, so that the
calculations can be run on a desktop, or even a laptop, in a reasonable amount of time," he said.
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Math and me: Children who identify with math get higher scores
September 30, 2015 University of Washington

How strongly children identify with math (their math "self-concept™) can be used to predict how
high they will score on a standardized test of math achievement, according to a new study by
researchers at the University of Washington.

The study, published in the October 2015 issue of the journal Learning and Instruction, is the first to
demonstrate a link between students' subconscious math self-concepts and their actual math
achievement scores.

The study also measured the strength of students' stereotype that "math is for boys" and found that,
for girls, the stronger this subconscious stereotype, the weaker the individual child's math self-
concept.

"Our results show that stereotypes are related to how children think of themselves as math learners,
which, in turn, is related to how well they do on an actual math test,” said lead author Dario
Cvencek, a research scientist at the UW's Institute for Learning & Brain Sciences (I-LABS).

With co-author Andrew Meltzoff, co-director of I-LABS, Cvencek examined math-gender
stereotypes, math self-concepts and math scores in 300 children (an even mix of boys and girls) in
grades 1, 3, and 5 in Singapore.

The researchers chose Singapore, because it -- and other Asian countries including Japan and China
-- is consistently ranked as one of the top nations in the world for math achievement among girls
and boys.

The researchers focused on a high-achieving culture where there aren't gender differences in math
ability, so that they could see which psychological factors have a role in student performance.

"We were fascinated to find that elementary-school children have subconscious thoughts about
whether or not they are a math person,” Meltzoff said. "They have an implicit identity of 'me is
math' or 'me is not math." This self-concept matters because it is correlated with actual behavior,
such as math achievement.”

At the beginning of the children's school year, the researchers led each child through an assortment
of tasks measuring the students' beliefs about math-gender stereotypes ("math is for boys") and
math-self concepts ("math is for me™).

A Child Implicit Association Test (IAT) examined the children's subconscious beliefs. The IAT
probes self-concepts, stereotypes and other attitudes that people may not know they have. Adult
versions of IAT reveal hidden beliefs about gender, race, religion and other topics.

The researchers also used self-reported tasks to measure the children's explicit beliefs. These tasks
involved the children looking at a series of drawings of boys and girls and then answering questions
such as how much the characters in the drawings liked math.

Then, at the end of the school year, the students took a standardized math achievement test
administered by their teachers.
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Girls and boys performed well on the math test and had similar scores. But when the researchers
factored in math-gender stereotype and math self-concept beliefs, they discovered that the children’s
implicit -- but not explicit -- beliefs affected math scores.

In both genders, students with stronger implicit math self-concepts did better on the math test.
Stronger implicit math-gender stereotypes correlated with stronger math self-concepts for boys, but
weaker math self-concepts for girls.

"We've found that there are implicit psychological factors, such as students' beliefs about math, that
can weaken students' identification with math and also impair their math performance,” Cvencek
said.

And since the factors are implicit and not detectable by self-report measures, this means they can
affect student performance without students' being aware of them.

Previously, Cvencek and Meltzoff found that as early as second grade children in the U.S. begin to
express the cultural stereotype that "math is for boys, not for girls," which may discourage girls
from pursuing math.

The researchers plan to use the findings to design ways to identify implicit math self-concepts as
they emerge early in elementary school and create interventions to change beliefs that could be
detrimental to math performance.

"We have high hopes for the usefulness of our tests,” Cvencek said. "We think it could be useful for
teachers and parents to know whether their young child identifies positively or negatively with
math. If we can boost children's math self-concepts early in development, this may also help boost
their actual math achievement and interest in the discipline. We plan to test this."

Manu Kapur from the National Institute of Education in Singapore is another co-author of the
study.

The National Science Foundation, the Singaporean Ministry of Education and the UW funded the
research.
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The science of retweets
October 6, 2015 University of Maryland

What's the best time to tweet, to ensure maximum audience engagement? Researchers at the
University of Maryland have demonstrated that an algorithm that takes into account the past activity
of each of your followers -- and makes predictions about future tweeting -- can lead to more
"retweets" than other commonly used methods, such as posting at peak traffic times.

The internet is full of advice about when to tweet to gain maximum exposure, but the new study
subjects marketing folk wisdom to scientific scrutiny.

William Rand, director of the Center for Complexity in Business in UMD's Robert H. Smith School
of Business, with co-authors from the departments of scientific computation and physics, examined
the retweeting patterns of 15,000 Twitter followers during two different five week intervals, in 2011
and 2012, from 6 a.m. to 10 p.m. Retweets are especially valuable to marketers because they help to
spread a brand's message beyond core followers.

Most marketers are well aware there's a pattern to Twitter traffic. In the early morning, nothing
much happens. Then people get into work and retweet intensely, as they do their morning surfing.
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The number of retweets drops as the day progresses, with a slight uptick at 5 p.m. Then it picks up
again later "when people get back to their computers after dinner, or are out at a bar or restaurant
using their phones,” as Rand puts it. Monday through Friday follow roughly that pattern, but
Saturday and Sunday show markedly different behavior, with much smaller morning spikes and less
decline during the day.

A "seasonal” model of posting -- the folk-wisdom model -- would suggest posting whenever there
are peaks in that recurring weekly pattern. (Which peaks you choose would depend how many
tweets you expect to send.)

The authors compared that model to two others: The first added to the seasonal model a component
that looked for unusual surges and declines (caused by, say, big news events) and adjusted posting
patterns correspondingly. They built the final model from scratch: It took into account the
individual tweeting behavior of each follower and predicted his or her likelihood of tweeting in the
next 10 minutes.

The authors first had to write software that collected the tweets. For each five-week period studied,
the authors used the first four weeks to build a model and the final week for testing it, by tweeting
and watching what happened.

All three models were reasonably effective, but the algorithm that the authors wrote, which took
each individual's behavior into account, was the most successful at generating retweets. The paper
serves as a demonstration that applying analytic methods to Twitter data can improve a brand's
ability to spread its message. The authors made the open-source software developed for the study
available online.
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